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Introduction
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Problem

Input:

Claim && Evidence && Question

Output Label:

Support || Refute || Neutral
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Previous Solution: Pre-CoFactv2
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Our Solution: Pre-CoFactv3

ICL / Feature Extraction / Fine Tuning / Ensemble Learning
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Method
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Pre-CoFactv3 Overview
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Question Answering
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Fine-tuning Large Language Models (LLMs)

Claim Answer Claim Question

Evidence Answer Evidence
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Text Classification
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FakeNet
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Pre-trained LLMs

1. Embedding by Pre-trained LLMs 

2. Six Co-attentions

3. Mean Aggregation
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Feature Extractor
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Classifier

Embeddings from 
the Feature 

Extractor 

Embeddings from 
the Pre-trained 

LLMs 
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Fine-tuning Large Language Models (LLMs)

Claim 
AnswerClaim Question

Evidence 
AnswerEvidence
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Ensemble

1. Weighted sum with labels

2. Power weighted sum with labels

3. Power weighted sum with two models

4. Power weighted sum with three models
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Experiment
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Experiment

● The official competition metric for Factify 3.0 involves 2 parts: 

● A prediction is deemed correct if :

○ the BLEU score for QA task exceeds a predefined threshold

○ the predicted label of text classification is correct
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Question Answering
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Text Classification

Method 1: FakeNet
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Text Classification

Method 2: Fine-tuning 
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Text Classification

Final Part: Ensemble
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Result

Training result:
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Result

Testing result: 
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Conclusion
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Conclusion

● Our team achieve first place in this workshop

● In the text classification part, we ensmeble two methods: FakeNet & Fine-tuning

● After conducting extensive ablation studies, we identified the optimal combination 

of methods and fine-tuning techniques
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Thanks for listening!
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Limitation

● The quality of the dataset may highly affect our model’s performance

● The model is subject to certain contraints and may not accurately apply to real-world 

data 

● Previously collected evidence may not confirm the news as it happens
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Human & In-Context Learning Baseline

● In-Context Learning: dataset of 100 randomly selected from FACTIFY5WQA

● Human: dataset of 20 randomly selected from in-context learning dataset
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